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Abstract 
 
   In the last few decades the birth rate of twins has been increased, thus the need for an accurate 

biometric system to precisely determine the identity of a person who has an identical twin became of 

great interest especially in criminal cases. Recent researches has showed the performance of 

automatic face recognition technology fails drastically in case of identical twin siblings compared 

with other unrelated persons. In this paper, we propose a new technique for identifying identical 

twins using their time series which is unique feature for image. The characteristic time series 

dimensionality reduced by using Piecewise Linear Approximation(PLA) method. A recognition and 

matching experiment conducted on an identical twins of high-similarity correlation coefficient score 

0.96  and the methodology was able to distinguish between them even with fewer number of 

features; 8-features. 

Keywords: Time Series Motif, Face Detection, Dimensionality Reduction, Piecewise Linear                                

Approximation. 

 

1  Introduction 

The increase of multiple births in the last few decades associated with the increase in the use of 

fertility therapies and the older age of childbearing[17]. The twin birth rate increased at an average 

rate of 3% between years 1990 and 2004[17]. This increase has created a big demand for biometric 

identification systems, that can accurately determine twin’s identity. Recognition of facial images of 

identical twin siblings poses a considerable challenge for any face recognition algorithm because of 

the strong similarity between the face images. Some researches has showed that the performance of 

automated face recognition systems fails drastically in case of twin images compared with unrelated 

persons [14]. The degradation is shown to be far more drastic for face than other biometrics like, iris 

and fingerprints[17]. 

Recent studies, have proved that facial recognition is also advantageous in distinguishing identical 

twins[11, 15, 22, 28]. 

The concept of time series motifs was first proposed in 2002 by J. Lin[12], at the same time, 

clear descriptions and definitions of the related concepts about time series motifs was given in 

details; e.g., k-motifs [4], the trivial match and son. subsequently, more researchers begin to focus on 

the study of time series motifs mining. In recent years many sophisticated papers on the topic were 

published in top journals and conferences, e.g., Knowledge Discovery and Data Mining (KDD) 

journal[2], The Very Large Data Bases(VLDB) journal[5], IEEE International Conference on Data 

Mining(ICDM) [13], ...etc. Furthermore, research results have also been applied in medicine, 

environmental studies[3], biology[1], telemedicine[7] as well as weather prediction[12] and other 

fields.  

Time series motifs first appeared in the biomedical sequence analysis and were used to 

describe structural characteristics of biological sequences. Its significance lies in that frequently 

occurring patterns are often able to reflect some important features of the original sequences, such as 
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the special structures of biological sequences, important words in the voice sequences and special 

behaviors of robot activities. 

In this paper, we utilize the time series motif to develop an efficient method for recognition 

and matching of identical twin images. First the facial part is extracted, using an appropriate 

compression method to reduce its dimensionality. To judge the efficiency of the method a simulation 

test conducted using a very similar twin images and the result was satisfactory. The paper is 

organized as follows, section(2) introduce the proposed system, section(3) Viola-Jones Face 

detection, section(4) Time series of an image, section(5) Dimensionality reduction, section(6), Motif 

discovery algorithm, section(7) Experimental Results, and finally conclusion in section (8).  

2  Proposed System 

To compare identical twins using facial identity, we just need the face of the twins for 

matching. Our data base consists of half profile images, therefore we apply facial extraction using 

Viola-Jones technique. The resulting facial image transformed to time series using image histogram, 

the resulting time series needs to be compressed with the aid of the appropriate method. There are 

many methods for compression or  feature extraction like, Discrete Fourier Transformation(DFT), 

Discrete Wavelet Transformation(DWT), Piecewise Aggregate Approximation(PAA) and Piecewise 

Linear Approximation(PLA). PLA is our choice as it the most used feature extraction technique in 

time series data mining [10]. The detection system figure (1) composed of two parts, in the first 

part(left) the twin image faces extracted from the frame, converted to time series. Applying 

PLA-method to extract features from those time series and finally store them in a data base system for 

later use. In the second part(right) the twin query processed in similar fashion, in order to search in 

the data base system. 

 

 
 

 

Figure 1:  (left) extract twin faces, convert to time series, apply PAA, and store in DB. (right) query 

twin’s image process and search in DB. 

 

3  Viola-Jones Face detection 

The Viola-Jones object detection framework is the first object detection framework to 

provide competitive object detection rates in real-time proposed in 2001 by Paul Viola and Michael 

Jones [25]. Although it can be trained to detect a variety of object classes, it was motivated primarily 
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by the problem of face detection. The technique relies on the use of simple Haar-like features that are 

evaluated quickly through the use of a new image representation[16]. Based on the concept of an 

Integral Image it generates a large set of features and uses the boosting algorithm AdaBoost to reduce 

the over-complete set and the introduction of a degenerative tree of the boosted classifiers provides 

for robust and fast interferences. In the technique only simple rectangular (Haar-like) features are 

used, reminiscent to Haar basis functions. These features are equivalent to intensity difference 

readings and are quite easy to compute. Figure(2) illustrates the four different types of features used 

in the framework. 

 

Figure 2:  Feature types used by Viola and Jones. 

Applying Viola- Jones to sample twins image, we get the reult shown in figure(3). 

 

Figure 3: Face detection using Viola-Jones. 

 

4  Time series of an image 

A time series is a sequence
),,,(= 21 nxxxX 
, where n  is the number of observations. Tracking the 

behavior of a specific phenomenon/data in time can produce important information. Time series can 

be very long, sometimes containing a billions of observations [8]. 

An image can be converted to time series from image color histograms as in figure 4. The color 

content of face images utilized as an efficient method to generate face image time series based on 

their color content.  
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Figure 4: Conversion of an image from the RGB (Red, Green, Blue) image color histograms, 

to a time series. 

In 2002, Lin Jessica first proposed the concept of time series motifs mining [12].  A time series motif 

is a set of subsequences (i.e. segments) of a time series, which are very similar to each other [12] in 

their shapes. Figure5 illustrates an example of a motif. The red and blue time series shown 

overlapped on one another are the motifs. The motifs are so similar that it is implausible that they 

happened at random and therefore, deserve a further exploration.  

 

 
Figure 5: (top) A motif of length 640 beginning at locations 589 and 8,895. (bottom) by  

 overlaying the two motifs we can see how remarkably similar they are to each other. 

 
Motif discovery is a core subroutine in many research projects on activity discovery [18][19], with 

applications in elder care [20], surveillance and sports training. In addition, there has been a recent 

explosion of interest in motifs from the graphics and animation communities, where motifs are used 

for finding transition sequences to allow just a few motion capture sequences to be stitched together 

in an endless cycle [2].  

 

5  Dimensionality reduction  

The key aspect to achieve efficiency, when mining time series data, is to work with a data 

representation that is lighter than the raw data. This can be done by reducing the dimensionality of 

data, still maintaining its main properties. An important feature to be considered, when choosing a 

representation, is the  lower bounding property. Given two raw representations of the time series T  

and S , by this property, after establishing a true distance measure trued
 for the raw data (such as the 

Euclidean distance), the distance featured
 between two time series, in the reduced space, )(TR  and 
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)(SR , have to be always less or equal than trued
:  

 
),())(),(( STdSRTRd truefeature 
 (1) 

 If a dimensionality reduction techniques ensures that the reduced representation of a time series 

satisfies such a property, we can assume that the similarity matching in the reduced space maintains 

its meaning. Moreover, we can take advantage of indexing structure such as GEMINI [6] to perform 

speed-up search even avoiding false negative results. In the following subsections, we will review the 

main dimensionality reduction techniques that preserve the lower bounding property.  

 

5.1  Feature Extraction using Piecewise Linear Approximation 

Piecewise Linear Approximation is perhaps the most used feature extraction technique in time series 

data mining[10], the idea is to approximate the input sequence using a desired number of straight 

lines or  segments see figure(6). As the number of segments is much smaller than n , a high level of 

compression can be achieved.  

 
 

Figure 6: Time series(of length 64) is reduced to 8-dimensions using PAA representation. 
 

Piecewise Linear Approximation techniques classified into three categories, (1) sliding window: a 

window is grown until a specified error threshold is reached this method is used to process data 

on-line. (2) top-down: starts initially by approximating the entire time series with one segment. It 

then recursively partitions the segment until all segments fall within a specified error threshold, this 

method is used to process data off-line. (3) bottom-up: starts initially with the finest grain 

approximation possible, it then iteratively merges segments until some error threshold is met and also 

used to process data off-line. 

For all techniques, approximating lines are calculated using linear interpolation, the bottom-Up 

approach is generally considered the best overall[10] and it has a time complexity of 
1))/((  NnnO  , where 1N  is the number of segments. Pseudo code for the generic bottom-up 

segmentation algorithm is shown in listing(1).   
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Listing(1) Pseudo code for the generic bottom-up segmentation algorithm. 

 
Having introduced the new representations of time series data, we can now define distance measures 

on them. By far the most common distance measure for time series is the Euclidean distance[9]. 

Given two time series Q  and C  of the same length n , equation(4) defines their Euclidean 

distance, and Figure(3-upper) illustrates a visual intuition of the measure.  

 

2

1=

)(=),( ii

n

i

cqCQD 
 (4) 
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Figure  7: (upper)The Euclidean distance between two time series can be visualized as the 

square root of the sum of the squared differences of each pair of corresponding 

points. (lower) The distance measure defined for the PAA approximation can be 

seen as the square root of the sum of the squared differences between each pair of 

corresponding PAA coefficients, multiplied by the square root of the compression 

rate. 

 

If we transform the original subsequences into PAA representations, Q and C , using equation(3), we 

can then obtain a lower bounding approximation of the Euclidean distance between the original 

subsequences by  

 

2

1=

)(=),( ii

N

i

cq
n

N
CQDR 

 (5) 

 This measure is illustrated in Figure(7-lower).  

 

6  Motif discovery algorithm 

In this section, we will describe the Motif discovery algorithm in detail which is used to discover 

motif based on generated image time series. In this algorithm [4], we extend the triangular inequality 

pruning method to preprocess the time series dataset and utilize an optimized matrix structure to 

improve the efficiency of this algorithm. First of all, we randomly select a time series as the reference 

time series marked by 1T  from time series dataset. Then we calculate the Euclidean distances from 

other time series to 1T . After that, according to the Euclidean distances, we make the linear 

arrangement of these time series as shown in figure 7.  

 
Figure  8: Linear arrangement of time series according to Euclidean distances. 

 

Figure 8 presents the differences of Euclidean distances between each pair of consecutive time series. 

In our algorithm, we use the notation 
)<<(1),(_ jiCCboundlower ji  to denote the difference 

between 
),( 1 jCCD

 and 
),( 1 iCCD

. For example, based on the triangle inequality principle, the 

difference between both sides of the triangle must be smaller than the third side. So 

),(_ 32 CCboundlower
 must be smaller than the actual Euclidean distance between 2C  and 3C

. If 

the 
),(_ 32 CCboundlower

 is greater than the range R , we don’t need to calculate the actual 

Euclidean distance. Certainly, 6542 ,,, andCCCC
 are not in the same motif. Because the lower 

bounds from 2C  to other time series are greater than R . This is a very important point which needs 

to be emphasized. We extensively leverage the triangle inequality pruning method to make the 

preprocessing on the distances and realize the pruning quickly. Secondly, on the basis of the 

preprocessing on the distances between time series, we can construct the time series matrix. 

According to the symmetry of the Euclidean distance, the matrix [][]C  is a symmetric matrix. When 

most of element values in the matrix are 0, [][]C  is a sparse matrix. So we use a compressed storage 

structure: Triple sequence table. At last, based on the previous operations, we implement our Motif 
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Discovery Algorithm. In our Motif Discovery Algorithm, the triple sequence table distEuc_  stores 

the values of row, col and distance, and the []_countC  stores the number of time series the distances 

of which to iC
 are less than R . Then we look for the element with the largest value in array 

[]_countC  and add the time series.  

Algorithm 2 describes the process of discovering motif. In Algorithm 8, motif_center represents the 

center of motif. First, we look for the position where the value is the maximum in C_count (lines 

62 ). Then we use the corresponding subsequence as the center of motif (lines 87 ), and find all 

the subsequences whose distances to this center subsequence are smaller than R  (lines 1910 ). 

Finally, we regard all subsequences as motif.   

 
Listing(2) Pseudo code for the Motif Discovery Algorithm. 

 

 

7  Experimental Results 

Our experiments were conducted on identical twin image data collected from [24, 25, 26, 27], the 

database contains 50 pairs of identical twins (100 subjects), each subject contains one image. 

The algorithm was coded using MatLab version 8.1.0.604 (R2013a), run on a PC computer with a 3.2 

GHZ Intel I3 processor and 2 GB of RAM. The program interface is shown in Figure(9).  
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Figure  9:  Friendly user interface of the program GUI. 

 

 

7.1  Twin Similarity 

Similarity can be roughly described as the measure of how much two or more objects are alike. 

Similarity can also be seen as the numerical distance between multiple data objects that are typically 

represented as value between the range of 0 (not similar at all) and 1 (completely similar). The 

measure of similarity must fall within the range of 0 and 1 and symmetry.  

There are many similarity metrics, like; Euclidean distance, Pearson’s correlation coefficient, 

Jaccard similarity coefficient, Tanimoto coefficient, and Cosine similarity[23]. Here we will adopt 

Pearson’s correlation coefficient, correlation is the measure of the linear relationship between the 

attributes of two objects. Pearson’s correlation coefficient is one such measure between two objects, 
A  and B , such that:  

 BA

BAcov
r



),(
=

 (6) 

 where A  and B  represents the standard deviation of the data set A  and B  respectively. 

Figure(10) shows twin images with correlation coefficient 0.95943=r  for the original time series 

and 0.99576=r  for the compressed version of length 8.  
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Figure 10:  Correlation coefficient using the whole time series and using the extracted one of length 

8. 

 

 

7.2  Twin Matching 

In this matching experiment, we take as input the above identical images as they have high similarity 

score; 0.96:  and run the program to get the result shown in figure (11).  
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Figure 11:  (upper)matched image of identical twin;Jessica, (lower)matched image of identical 

twin;Jackie. 

 

 

7.3  Twin Matching using small number of features 

Here we employed PAA-feature extraction technique (feature vectors of length 8) to test the program 

for the previous matching experiment and got the result in figure(12)  
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Figure 12:  matched image of identical twin using feature vectors of length 8. 

 

 

7.4  Performance Evaluation 

We evaluate the performance of the proposed method in terms of  precision,  recall, and  accuracy 

see[21]. Image retrieval system has the goal to retrieve relevant images while not retrieving irrelevant 

ones. The measures of performance used in image retrieval borrowd from the field of  document 

information retrieval and are based on two primary figures of merit:  precision and  recall.   

    •  Precision(P) is the number of relevant documents retrieved by the system divided by 
the total number of documents retrieved(i.e., true positives plus false alarms).  

 
FPTP

TP
P


=  (7) 

 

 •  Recall(R) is the number of relevant documents retrieved by the system divided by the 

total number of relevant documents in the data base(which should have been retrieved).  

 
FNTP

TP
R


=  (8) 

 Precision can be interpreted as a measure of exactness, whereas recall provides a measure of 
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completeness.  

•  Accuracy(A) is the probability that the retrieval is correctly performed 

 
FNFPTNTP

TNTP
A




=  (9) 

 where, 

TP(True Positive) - correctly classified positive,  

TN (True Negative) - correctly classified negative, 

FP(False Positive) - incorrectly classified negative, and 

FN (False Negative) - incorrectly classified positive.  

 

 

 TP  TN  FP  FN  P(%)  R(%)  A(%) 

100  20 0 0  100  100   100  

 

Figure 13: Performance of the used techniques. 

 

 

8  Conclusion 

In this paper, the problem of identifying the identical twin image has been addressed using the most 

recent methodology and techniques. The proposed system composed of two stages. In the first stage, 

the whole images are preprocessed to have only the facial parts, which are converted into time series 

and their dimensionality are reduced using PAA-technique and the results are stored in a database 

system. A simulation using the proposed method showed a good result for identical twins having 

correlation coefficient of 0.95943=r  which is not easy to discriminate using other biometric 

technology. It may be necessary to test the method on more image data.  
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