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Abstract 

 

Healthcare industries collect capacious clinical data which can be used to diagnose the patients in intelligent 

way. Advancements in Information & Technology played a energetic role in storing and processing such 

huge collection of clinical data. Decision support systems in Medical field are intended to support doctors in 

their diagnosis. This offers effort to widen knowledge and understanding of frequent specialists and 

facilitates the diagnosis process, using patients‟ data from clinical databases. These systems help in 

foreseeing the most serious cardio vascular diseases like 'Heart Attack'. The term Heart disease covers the 

various diseases that affect the heart. The exposure of heart disease from various symptom or factors is an 

issue which is not free from false presumptions often accompanied by unpredictable effects. Identification of 

heart disease is a momentous and tedious task in medicine. It is requisite to find the best fit classification 

algorithm that has superior accuracy on classification in heart disease prediction. This research work 

compares the efficiency of Random forest and J48 classifiers for prediction of heart diseases using different 

measures. 
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Introduction 

Medical data mining is an investigating field of data mining, where diverse data mining and classification 

techniques are used to foresee the diseases based on the available clinical data. Health care industries 

accumulate huge amount of data of patients which can be used for this drive. Even the severe diseases like 

'Heart Attack' have some common symptoms which are used to foresee the disease. Based on the past 

obtainable data if a classification model could be prepared, and then it is easy for the medical practitioner to 

forecast the disease using basic clinical data and starts the treatment without waiting for other medical 

modality results. Medical data mining approach used in Medical decision support systems to support 

diagnosing process. Classification algorithms play a significant role for this purpose. The accuracy of the 

classification will be based on the exact and sufficient training data available. Varieties of classification 

algorithms are available and Computer Science and Engineering Researchers have an opportunity to study 

the algorithms and propose the best performing algorithm. This research work investigates and compares the 

performance of Random forest and J48 classifiers in predicting Heart Disease. 

Literature Review 

There are significant works available in literature to predict heart disease. They normally compared the 

neural network based and nearest neighborhood algorithms for heart disease prediction. In [1], a neuro-fuzzy 

integrated approach of two levels is implemented to predict the Heart Disease. In in [2] and [11], a combined 

technique of C4.5, K-means and Maximal Frequent Item set Algorithm is used to extract and predict Heart 

Disease is presented. A combined approach of Feature Subset Selection with Principal component Analysis 

and Artificial Neural Network is used to predict Heart Disease in [3]. SPAM algorithm using Nearest 

Neighbor Classifier is proposed to predict Heart Diseases in [4]. Extrapolation of Heart Disease which 
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utilizes Genetic Algorithm for grouping of Optimal Reduced Set of Attributes and then Decision Tree and 

Naive Bayes classifiers is described in [5]. Ability Comparison of C5.0 and the C4.5 decision tree 

algorithms is described in [6] and how the rules can be used in evidence based medicine is explained. Heart 

attack forecast using Association Rule Mining using clusters with sequence number is presented in [7] and 

[8]. Literature survey on Heart Disease prediction is condensed in [9], [13], [16] and [27]. Evaluation of 

SMO, Multilayer Perceptron and Logistic Function on Heart Disease prediction is elaborated in [10]. In 

[12], Heart Disease prediction using K- Nearest Neighbors is presented. The advantages, uses and 

possibilities of Data Mining in Health care to predict diseases is detailed in [14] and [22]. In [15], an 

adaptive Neuro-Fuzzy Inference system with Hybrid Learning algorithm for Heart Disease prediction is 

described. Heart Disease prediction and classification using Artificial Neural Network with Multilayer 

Perceptron which uses Back Propagation algorithm is detailed in [17] and [30]. In [18], Heart disease 

prediction using Classification and Regression Tree Model is explained and the results are compared with 

existing research papers. In [19], Heart Disease estimation using Cascaded Neural Network Classifier is 

described and the same is compared with the ability of Support vector machine algorithm. Data Mining 

Techniques like Naive Bayes, Neural Networks and Decision tree for prediction of Heart Diseases in 

advance is explained in [20] and [28] and the same using ID3, CART and Decision Tree classifiers are 

proposed in [23]. In [21], Nine Voting Equal Frequency Discretization Gain Ratio Decision Tree is 

described for Heart disease prediction and it is compared with Bagging algorithm and Decision Tree 

classifier. In [24], proficiency analysis of Support Vector Machine, Neural Network and K-Means 

Clustering are explained. Web-based application named Decision Support in Heart Disease Prediction 

System is detailed using data mining technique [25]. Relative study of Decision Table, Naive Bayes and J48 

algorithms for heart disease prediction is given in [26]. In [29], Heart disease prediction using Decision Tree 

with K-Means, Naive Bayes, and Weighted Associative Classifier with Apriori Algorithm is presented. 

Performance of Naive Bayes classifier and Support Vector machine are compared in [31]. Prediction of 

Heart Disease using Naive Bayes and Jelinek-mercer smoothing is explained in [32]. Proficiency 

Comparison of Memory Based Classifiers for Heart Disease Prediction is done in [33]. Expertise 

Comparison of RIDOR, ZeroR and PART Classifiers for Intelligent Heart Disease Prediction is carried out 

in [34]. This work investigates the performance comparison of Random forest and J48 classifiers for 

prediction Heart Disease. 

Dataset Used 

This work uses the Statlog Heart Disease database from UCI machine learning repository [35] with a total 

of 270 instances which has 13 medical attributes. It contains 150 patient details without heart disease and 

120 patient details with heart disease. The diagnosis class value“1” is used to designate the absence of heart 

disease and value “2” is used to designate the presence of heart disease. The attributes are used here are: age, 

sex, chol, cp, trestbps, fbs, restecg, oldpeak, slope, thalach, exang, ca, and thal. 

Methodology Used 

In this research work, Random Forest and J48 Classifiers are evaluated for adeptness valuation of heart 

disease prediction. 

 

J48 Classifier.J48 classifier is a direct C4.5 decision tree for classification, which creates a binary tree. It 

is supreme beneficial decision tree approach for classification problems. This method constructs a tree to 

model the classification process. After the tree is erected, the algorithm is used in each tuple in the database 

[36]. 

Algorithm J48 [36]: 

INPUT: 

P‟ //Training data 

OUTPUT 

JT  //Decision tree 

DTBUILD (*P‟) 
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{ 

JT=φ; 

JT= Create root node and label with splitting attribute; 

JT= Add arc to root node for each split base and label; 

For each arc do 

P‟= Database created by applying splitting predicate to P‟; 

If stopping point reached for this path, then 

JT‟= create leaf node and label with appropriate class; 

Else 

JT‟= DTBUILD(P‟); 

JT= add JT‟ to arc; 

} 

While building a decision tree, J48 neglects the missing values i.e. the value for that item can be foreseen 

based on what is identified about the attribute values for the other records. The main idea here is to split the 

data into range based on the attribute values for that item that are identified in the training sample [36]. 

RandomForest Classifier.Random Forests [37] are broadly believed to be the finest “off-the-shelf” 

classifiers envisaging high-dimensional data.  It is an assortment of tree predictors such that each tree relies 

on the values of a random vector sampled autonomously and distributed equally for all trees in the forest. 

The generalization error for forest touches to a limit as the number of trees in the forest becomes hefty. The 

generalization error of a forest of tree classifiers relies on the strength of the individual trees and the 

association between them in the forest. Different subset of training data is selected, with replacement, to 

train each tree. Remaining training data are used to estimate variable of importance and errors. Class 

assignment is made by the number of votes from all the trees and for deteriorating the average of the results 

is used. It is similar to bagged decision trees with barely some difference as stated below:   

1. For each split point, the search is not over all „p‟ variables but just over „m-try‟ variables  

2. No pruning necessary. Trees can be grown until each node contains just very few observations (1 or 5).  

Merits of Random Forest over bagged decision trees include: 

1. better prediction. 

2. almost no parameter tuning necessary with Random Forest. 

Performance Measures Used 

Variousscales are used to scale the performance of the classifiers compared. 

Classification Accuracy.Any classification method could have an error rate and it may fail to classify 

appropriately. Classification accuracy is deliberated as correctly classified instances divided by Total 

number of instances and then multiplied by 100. 

Root Mean Square Error.Root mean squared error (RMSE) is used to measure dissimilarities between 

values predicted and actually obtained by the classifier model. It is calculated by taking the square root of 

the mean square error. 

Mean Absolute Error.Mean absolute error (MAE) is the average of the variance between predicted and 

obtained value in all test cases. It is a good measure to estimate the performance. 

Confusion Matrix.A confusion matrix includes information about obtained and predicted groupings 

done by a classification model. 

Results and Discussion 

Open source machine learning tool is used to investigate the performance of Random Forest and J48 

Classifiers. The performance is tested out using the entire Training set as well as using different Cross 

Validation methods. The class is predicted by considering all 13 attributes of the dataset. 

Performance of Random ForestClassifier.The overall evaluation summary of Random Forest 

Classifierusing entire training set and different cross validation methods is given in Table I. The 

performance of Random Forest Classifierin terms of Correctly Classified Instances and Classification 

Accuracy is depicted in Fig. 1 and Fig. 2. The confusion matrix for different test mode and the specificity 
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and sensitivity is given in Table II. Random Forest Classifiergives 99.63% accuracy for the training data set. 

Various cross validation methods are used to check its actual performance. Random Forest gives an average 

of 79.33% accuracy for heart disease prediction. 

 

Table 1. Random Forest Classifier Overall Evaluation Summary 

Test 

Mode 

No. of 

instan

ces 

Correctly 

Classified 

Instances 

Incorrectly 

Classified 

Instances 

Accurac

y (%) 

Kappa 

Statisti

cs 

Mean 

Absolu

te 

Error 

Root 

Mean 

Squared 

Error 

Time 

Taken 

to Build 

Model 

(Sec) 

Trainin

g Set 

270 
269 1 99.6296 

0.9925 
0.0844 0.1425 0.13 

5 Fold 
CV 

270 
207 63 76.667 

0.5215 
0.2863 0.3998 0.05 

10 Fold 

CV 

270 
219 51 81.111 

0.614 
0.2719 0.3736 0.05 

15 Fold 
CV 

270 
216 54 80 

0.5888 
0.2556 0.37 0.05 

20 Fold 

CV 

270 
213 57 78.8889 

0.5664 
0.2656 0.3729 0.06 

50 Fold 

CV 

270 
216 54 80 

0.5895 
0.2733 0.3728 0.05 

 

Table 2. Random Forest Classifier Confusion MatrixSummary 

Test 

Mode 

Absent Present TP FN FP TN Sensitivity Specificity Precision 

Training 

Set 
150 120 150 0 1 119 1 0.99166 0.99629 

5 Fold 

CV 
150 120 126 24 39 81 0.84 0.675 0.76667 

10 Fold 

CV 
150 120 130 20 31 89 0.86667 0.74166 0.81111 

15 Fold 

CV 
150 120 132 18 36 84 0.88 0.7 0.8 

20 Fold 

CV 
150 120 130 20 37 83 0.86667 0.69166 0.78889 

50 Fold 

CV 
150 120 131 19 35 85 0.87333 0.70833 0.8 
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Fig1. Correctly Classified instances of Random Forest Classifier 

 
Fig 2. Classification Accuracy of Random Forest Classifier 

 

Performance of J48 Classifier.The overall evaluation summary of J48 Classifierusing training set and 

different cross validation methods is given in Table III. The performance of J48 Classifierin terms of 

Correctly Classified Instances and Classification Accuracy is shown in Fig. 3 and Fig. 4. The confusion 

matrix for different test mode is given in Table. J48 Classifiergives 91.4815% accuracy for the training data 

set. Various cross validation methods are used to validate its actual performance. J48 gives anaverage of 

77.26% accuracy for heart disease prediction.  

 

Table 3. J48Classifier Overall Evaluation Summary 
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Test 

Mode 

No. of 

instan

ces 

Correctly 

Classified 

Instances 

Incorrectly 

Classified 

Instances 

Accurac

y (%) 

Kappa 

Statisti

cs 

Mean 

Absolu

te 

Error 

Root 

Mean 

Squared 

Error 

Time 

Taken 

to Build 

Model 

(Sec) 

Trainin
g Set 

270 
269 1 99.6296 

0.9925 
0.0844 0.1425 0.13 

5 Fold 

CV 

270 
207 63 76.667 

0.5215 
0.2863 0.3998 0.05 

10 Fold 
CV 

270 
219 51 81.111 

0.614 
0.2719 0.3736 0.05 

15 Fold 

CV 

270 
216 54 80 

0.5888 
0.2556 0.37 0.05 

20 Fold 
CV 

270 
213 57 78.8889 

0.5664 
0.2656 0.3729 0.06 

50 Fold 
CV 

270 
216 54 80 

0.5895 
0.2733 0.3728 0.05 

 

Table 4. Random Forest Classifier Confusion MatrixSummary 

Test 

Mode 

Absent Present TP FN FP TN Sensitivity Specificity Precision 

Training 

Set 
150 120 150 0 1 119 1 0.99166 0.99629 

5 Fold 

CV 
150 120 126 24 39 81 0.84 0.675 0.76667 

10 Fold 

CV 
150 120 130 20 31 89 0.86667 0.74166 0.81111 

15 Fold 

CV 
150 120 132 18 36 84 0.88 0.7 0.8 

20 Fold 

CV 
150 120 130 20 37 83 0.86667 0.69166 0.78889 

50 Fold 

CV 
150 120 131 19 35 85 0.87333 0.70833 0.8 

 

 
Fig 3.Correctly Classified instances of J48 Classifier 
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Fig 4. Classification Accuracy of J48 Classifier 

Comparison of Random Forest and J48Classifiers. The comparison of performance between Random 

Forest and J48 Classifieris depicted in Fig 5 and Fig. 6 for heart disease predictionusing Correctly Classified 

Instances and Classification Accuracy. The complete ranking is done by comparing different measures like 

correctly classified instances, MAE, classification accuracy and RMSE values and other statistics using 

various testing modes. Consequently, it is perceived that Random Forest classifier outpaces the J48 

Classifier. 

 

Fig 5. Comparison of Correctly Classified Instances between Random Forest and J48 Classifiers 
 

 
Fig 6.Comparison of Classification Accuracy between Random Forest and J48 Classifiers 
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Conclusion 

This work investigated the efficiency of Random Forest and J48 Classifiers for heart disease prediction. 

Experimentation is accomplished using the open source machine learning tool. Effectiveness comparison of 

both the classifiers has been done using different scales of performance evaluation measures. Eventually, it 

is perceived that Random Forest Classifier performs better than J48 Classifier for heart disease prediction by 

taking measures including Classification accuracy, Errors and Time taken to build the model.  
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